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Abstract. We argue that the cross-sections reported in the article “Measurement of the production of
charged pions by protons on a tantalum target” by M.G. Catanesi et al., published in this journal, result
from invalid analysis concepts and should not be trusted.
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1 Introduction

The larger part of the HARP Collaboration (hereafter re-
ferred to as ‘authors’) published in this journal an article
(hereafter referred to as ‘article’) entitled ‘Measurement
of the production of charged pions by protons on a tanta-
lum target’ [1]. This article has not been signed by us, also
members of the HARP Collaboration, because we feel un-
able to take responsibility for the reported results.
The detectors used for the analysis are the time pro-

jection chamber (TPC) and the resistive plate chambers
(RPCs) that surround it. These ‘Comments’ refer to state-
ments and claims about these detectors in the article, and
before in [2–7].
When measuring cross-sections of π+ and π− produc-

tion by hadrons on nuclei, the prime concerns are momen-
tum scale, momentum resolution, and particle identifica-
tion. After an explanation of the core issue at stake, we
shall argue that in the authors’ analysis the momentum
scale is biased, the momentum resolution is worse than
claimed, and particle identification is poor.

2 The core issue

The performance of the HARP TPC was plagued, inter
alia, by dynamic track distortions that were primarily, but
not solely, caused by the build-up of an Ar+ ion cloud

a e-mail: friedrich.dydak@cern.ch
b Present address: Texas A&M University, College Station,
USA

during the 400ms long spill of the CERN Proton Syn-
chrotron. This ion cloud emanates from the TPC’s sense
wires and drifts across its active volume toward the high-
voltage membrane. The cause of this hardware problem,
the physics of the track distortions, their quantitative as-
sessment, and their corrections, are described in [8–11].
To a good approximation, these dynamic track distor-

tions increase linearly with time in the spill1. Their size in
the r ·φ coordinate typically reaches 15mm, at small ra-
dius, at the end of the spill. That exceeds the TPC’s design
r ·φ resolution of 500 µm by a factor of 30 and hence re-
quires a ∼ 2% precision of the correction.
The authors chose to use only the first 100 events out

of typically 300 events in the whole accelerator spill. From
the ‘physics benchmark’ of proton–proton elastic scatter-
ing they claim that dynamic distortions do not affect the
quality of the first 100 events. In other words, they claim
that a distortion that has grown by the 100th event to
5mm at small radius, does not appreciably affect their re-
sults and hence needs no corrective action.
In the HARP TPC, with a positive magnetic field po-

larity, dynamic distortions shift cluster positions such that
positive tracks are biased toward higher pT (conversely,
negative tracks are biased to smaller pT). The authors
chose – in principle correctly – to fit TPC tracks with the
constraint of the beam point because the increased lever
arm almost doubles the pT precision.While the cluster pos-

1 The increase is not strictly linear because the distortion
from the ion cloud saturates when a track gets immersed in the
cloud; a second, smaller, distortion is also present that starts
nearly instantaneously and causes a constant offset throughout
the spill.
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itions get shifted, the beam point remains unaffected. As-
signing a sufficiently small position error of the beam point
renders its weight (the inverse error squared) in the track
fit so large that positive tracks get biased toward lower pT,
i.e., the trend of the bias is reversed with respect to the
fit without beam point. This – artificially enforced – de-
crease of the pT of positive tracks with the time in the spill
is demonstrated in the article’s Fig. 15 (right panel).
Evidently, there must be a weight of the beam point

which keeps pT on the averagemore or less constant during
the spill. This consideration makes clear that the weight
assigned to the beam point is of decisive importance.
Four observations on this analysis concept are in order.
First, despite its decisive importance, nowhere in the

authors’ papers is the position error of the beam point as
used in track fits stated.
Second, the position error of the beam point cannot

be chosen as deemed suitable. It is objectively determined
for each individual track. The position error of the beam
point to be used in the fit is the convolution of the errors
of two extrapolations to the interaction vertex: of the beam
particle’s trajectory and of the secondary track’s trajec-
tory; primarily because of the momentum-dependence of
multiple scattering, the overall error varies considerably
for different beam momenta and from track to track. This
error is logically different from an ‘error’ that artificially
counters effects from dynamic distortions.
Third, a helix fit of points that deviate systematically

from the correct helical trajectory, and/or wrong position
errors of the points, cannot give an unbiased pT estimate.
Fourth, the authors’ justification of their analysis con-

cept that it forces later events in the spill to yield the same
momentum as the very first events, does not hold. Because
of the wrong weight assigned to the beam point, the fit of
pT is already biased at the start of the spill. Because of the
distortion already present for the very first events in the
spill, their pT is not correctly measured. The relevant sta-
tistical error would be the one from the very first events
only.
There is no ‘plateau’ as conjectured in [2, Sect. 5.1.7.6.],

i.e., a retardation of dynamic distortions at the start of the
spill. A retardation of dynamic distortions beyond ∼ 1ms
is in conflict with the strong electric field gradient between
the TPC’s sense- and grid-wire electrodes. Incidentally,
a practically immediate linear increase of dynamic distor-
tions with time in the spill is confirmed by the article’s
Fig. 11 (left panel).
One cannot talk of ‘the’ dynamic distortion. Rather,

dynamic distortions depend on beam energy, beam po-
larity, beam intensity, beam scraping, target type, pho-
ton conversion in materials, spiralling low-momentum elec-
trons, and sense wire amplification. Therefore, they appear
as rather erratic. However, they can be well understood
from first principles. Their correction depends on a var-
iety of parameters of which the density and the radial
distribution of the ion cloud are most important. Quanti-
tative conclusions from one data set cannot be applied to
another.
In particular, it is incorrect to apply quantitative con-

clusions on dynamic distortions from data taken with a hy-

drogen target to data taken with a Ta target, as is done in
the article.
The article’s parameter d′0 which is claimed to char-

acterize the strength of track distortions2, is inadequate.
A non-zero d′0 merely signifies the existence of track distor-
tions. The highly non-trivial dependence of dynamic dis-
tortions on radius and on the z coordinate across the TPC
volume cannot be condensed into one single parameter.
The parameter d′0 is quantitatively meaningful only

when it is consistent with zero3 as a function both of
pT and polar angle θ. A d

′
0 averaged over pT and θ has

no meaning. Constancy of d′0 throughout the spill has no
meaning either.
In the following we focus on the most serious problem in

the article’s Ta data analysis. We explain why and how the
authors’ treatment of TPC track distortions leads to cross-
sections that should not be trusted.
There are many more mistakes in the authors’ data

analysis. For a comprehensive discussion we refer to [12]
and [13], and especially to [14].

3 On the momentum scale

Qualitatively, what happens in the presence of dynamic
track distortions is that the pT scale acquires a bias that in-
creases about linearly with the time in the spill. This bias
can be viewed as a pedestal to the track sagitta. Therefore,
the bias is most manifest at large pT and its effect on pT
changes sign with the particle charge.
Quantitively, the bias depends on the weight of the

beam point used in the track fit. Since this has never been
specified by the authors we must resort to other means to
estimate their pT bias.
In this section, we shall discuss evidence from dE/dx

distributions. At the end of Sect. 5, we shall discuss sup-
porting evidence from RPC time of flight.
We recall that the authors claim in their Sect. 5.2 a bias

of less than 3% on the absolute momentum scale of posi-
tive particles. We shall argue that their momentum scale of
positive particles is wrong by 20% at p= 800MeV/c.
The claim on the precision of the momentum scale of

positive particles is based on the ‘physics benchmark’ of
elastic proton–proton scattering, shown in Fig. 13 (right
panel). The conclusion ‘In the absence of a clear trend one
concludes that the bias is less than 3%’ is not valid for four
reasons.
First, the conclusion is based on hydrogen data and

is therefore not applicable to Ta data. Second, their plot
is limited to the first 50 rather than the first 100 events
in the spill and is therefore biased toward ‘better’ data.
Third, their plot is based on a fit without the beam point
which addresses an entirely different problem with respect

2 d′0 is the signed closest distance of approach between the ex-
trapolated trajectory of the beam particle and the extrapolated
fit without beam point of a secondary track.
3 Neglecting second-order effects that arise from finite experi-
mental resolution.
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to dynamic distortions than the reported Ta data that
employ a fit with the beam point. Fourth, their ‘physics
benchmark’ is limited to positive tracks with a polar angle
around 70◦ out of 20–135◦, and which sample a mere 20 cm
out of the 150 cm long active TPC volume; even if this
benchmark were passed successfully, one could not claim
the understanding of the whole active TPC volume for Ta
data, let alone any understanding of negative tracks.
The authors contradict themselves in Fig. 17 (upper left

panel) where they show the measurement of the specific
ionization dE/dx of protons as a function of momentum4.
One only needs to overlay the theoretical prediction, well
visible in the three other panels, on the proton entries. One
reads off that an 800MeV/c proton is measured with a mo-
mentum of 650MeV/c.
The authors contend that the comparison of the dE/dx

data is made with a simple 1/β2 prediction rather than
with the Bethe–Bloch formula. However, even with the
Bethe–Bloch formula it is impossible to describe simultan-
eously their dE/dx of protons and pions. We also note the
distinct difference from [2, Fig. 13], where protons observed
in cosmic rays and measured without dynamic distortions
follow much better the theoretical prediction.
The momentum bias in the authors’ Ta analysis, ex-

pressed as a shift of 1/pT, is ∆(1/pT) ∼ 0.3 (GeV/c)−1. It
is of the same size as the claimed resolution in 1/pT.
We recall that the authors claim in Sect. 5.3 that the

momentum scale of negative particles is asymmetric at the
1% level with respect to that of positive particles. We shall
argue that the asymmetry is 40% at p= 800MeV/c.
The 1% claim stems from Fig. 15 (left panel) which

shows the average reconstructed momentum of π+ and π−

in a variety of targets as a function of the event number in
the spill. First, it remains unclear how the dynamic distor-
tions in all these targets are related to dynamic distortions
specifically in the Ta data. Second, the plot suggests con-
stancy until event number 200 and no difference between
π+ and π−; the pion momentum is 100MeV/c; a momen-
tum bias of 20% at 800MeV/c translates into a bias of
2.5% at 100MeV/c; the resulting decrease of momentum
for one charge sign, and increase of momentum for the
other charge sign, would hardly be visible in Fig. 15.
Yet the authors claim that their analysis is correct up

to a momentum of 800MeV/c. It remains unclear how one
can deduce from a plot at 100MeV/c that can hardly show
the expected defect, the absence of a defect at 800MeV/c,
with a precision of 1%.
From the 20% scale error for positive particles at p=

800MeV/c which stems from the neglect of track distor-
tions, we conclude that a scale error of 20% in the oppo-
site direction exists for negative particles. The momentum
scales of positive and negative particles differ by 40% at
p= 800MeV/c.
The article’s limitation of differential cross-sections

to the range 100–800MeV/c lacks any physics justifi-

4 We note that the authors assume implicitly in their argu-
mentation a dE/dx that is independent of the polar angle θ;
while this is theoretically expected, we conjecture that it is not
the case for their measured dE/dx.

cation. First, we note that the real cut applied in the
article’s results is pT < 500MeV/c, not p < 800MeV/c
as misleadingly stated. Second, the implicit motivation
of this limitation by ongoing design studies for the neu-
trino factory does not justify the publication of ques-
tionable results when, with some further investment of
effort, perfectly good data including large pT could be
published.

4 On the momentum resolution

The article’s Fig. 9 claims a resolution σ(1/pT) of
∼ 0.3 (GeV/c)−1 both for cosmic-raymuons and for physics
tracks. We shall argue that the actual resolution is much
worse.
First we address the momentum resolution of cosmic-

ray muons. These tracks are recorded in special runs and
are not affected by dynamic distortions. Hence the reso-
lution for cosmic-ray muons has a priori no meaning for
physics data. It is even more meaningless when – as is the
case – the precision of the ‘middle point’ of through-going
cosmic-ray muons is not specified, which is the equivalent
of the ‘beam point’ for physics tracks.
Now we address the momentum resolution of physics

tracks. Table 1 gives the expected resolution σ(1/pT) for an
r ·φ error of a cluster of 1.5mm 5, for fits without and with
the beam point, and for different assumptions on the pos-
ition error of the beam point. We note that with an r ·φ
error of 1.5mm, a resolution σ(1/pT) of ∼ 0.3 (GeV/c)−1

is only possible with a position error of the beam point in
the range 1–2mm. With a 5mm error of the beam point,
the resolution hardly improves. Hence the error that is
assigned to the beam point is decisive not only for the mo-
mentum scale but also for the 1/pT resolution.
The article’s information on the experimental momen-

tum resolution for fits with the beam point included (on
which all reported Ta results are based) is very scarce. It
consists of a mere three points in their Fig. 9. One reads off
the resolution σ(1/pT) ∼ 0.5 (GeV/c)−1. This resolution
represents the convolution with the non-negligible dE/dx
resolution, but is hardly compatible with the claimed6

0.3 (GeV/c)−1.
Incidentally, convincing confirmation that the momen-

tum resolution is much worse than claimed is given in [4]
and [5]. Therein, the RPC time-of-flight resolution of
p∼ 200MeV/c pions that is equivalent to the momentum
resolution in the TPC is quoted as 260 ps. As succinctly
proven in [15], a time-of-flight resolution of 260 ps of pi-

5 We conjecture that 1.5 mm is a realistic guess of the article’s
average r ·φ precision of TPC cluster coordinates.
6 We note that the dynamic distortions that affect the un-
derlying data set are not specified, and recall that the error of
the beam point is not stated. Further, it is surprising that the
authors show the momentum resolution of protons for a slice of
dE/dx but do not show the momentum resolution of protons
for a slice of β where the contribution from the β resolution is
much smaller.



172 V. Ammosov et al.: Comments on “Measurement of the production of charged pions by protons on a tantalum target”

Table 1. σ(1/pT) with and without the beam point, for three
assumptions on the position error of the beam point used in the
fit

σ of beam σ(1/pT) [(GeV/c)
−1] σ(1/pT) [(GeV/c)

−1]

point [mm] without beam point with beam point

1 0.54 0.27
2 0.54 0.36
5 0.54 0.48

ons with pT = 200MeV/c is equivalent to a resolution
∆pT/pT of 46%, which is inconsistent by a factor of 4.6
with the claimed ≈ 10%. This gross discrepancy is not
mitigated by 10%–20% effects (such as a ∼ 15% differ-
ence between the averages of p and pT of the used pion
sample) that are not taken into account for the sake of
clarity.
We note that a good pT resolution, and its correct

understanding, is important for spectral shapes and for
charge separation at large pT.

5 On the particle identification

The article’s pion sample has a large electron background
which stems from the conversion of photons from π0

decay. Electrons can be eliminated by a cut on dE/dx up
to a momentum of 125MeV/c. In the momentum range
125–250MeV/c the dE/dx of pions and electrons become
so close that a separation is not possible. For this very
purpose, a system of RPCs had been built with a view to
separating pions from electrons by time of flight. As shown
in [16], these RPCs have a very good physics performance
and permit the separation of pions and electrons in the
momentum range 125–250MeV/c.
Rather than using the RPCs for separating pions from

electrons in the momentum range 125–250MeV/c, the
authors correct for the electron background with the pre-
diction of a Monte Carlo generator while one stated goal of
HARP is to check Monte Carlo generators.
Our conjecture that the authors never succeeded cali-

brating correctly the HARP RPCs stems from their claim
of a ∼ 500 ps timing difference between protons and pi-
ons. Such a timing difference is in stark conflict both
with established knowledge of RPC signal formation and
with our findings from the same RPCs [16]. Although de-
fended by the authors as a new, hitherto unknown, detec-
tor physics phenomenon [5, 7], it is de facto an artefact
stemming from a wrong momentum scale and a wrong mo-
mentum resolution7. It has been shown in [17] that with
a correct momentum scale and a correct momentum reso-
lution no new detector physics phenomenon needs to be
invoked.

7 While pions are nearly relativistic and hence their time of
flight is insensitive to wrong momentum scale and resolution,
protons are not relativistic and hence their time of flight is sen-
sitive to wrong momentum scale and resolution.

6 The effect on cross-sections

The three major issues that we hold against the work of the
authors are:

– the pT scale is systematically biased by ∆(1/pT) ∼
0.3 (GeV/c)−1;
– the momentum resolution is by a factor of about two
worse than claimed;
– the discovery of the ‘500 ps effect’ in the HARP RPCs is
false.

We consider that a physics analysis based on flawed
detector calibrations should not be trusted. Even if, by
chance, two or more errors tend to cancel each other, the
‘correctness’ of results would only stem from the compari-
son with results from a correct analysis. Possible cancella-
tion of errors is not a theoretical argument: e.g., there are
effects that cancel in one magnet polarity but add up in the
opposite magnet polarity.
Notwithstanding this, we show in Fig. 1 our measure-

ment of the q/pT spectrum of tracks from the interactions
of +3GeV/c protons in a 5% λabs Ta target. Each track
(charged pions, protons, and background electrons) is en-
tered with its measured q/pT. The virtue of this variable
is a constant resolution across the abscissa and that a bias
∆(1/pT) manifests itself as a horizontal translation. We
also show the deformation of this spectrum with a sys-
tematic bias of ∆(1/pT) = +0.3 (GeV/c)

−1 and with an
additional random smearing of σ(1/pT) = 0.47 (GeV/c)

−1

on top of the intrinsic pT resolution of our track reconstruc-
tion in the TPC, σ(1/pT) = 0.2 (GeV/c)

−1 [17].
The resulting errors of cross-sections depend strongly

on the variation of the spectrum with pT. In regions of
strong variation, in particular at large pT, cross-sections
change by 100%. For pT below 500MeV/c (the region cho-

Fig. 1. Measured spectrum of q/pT from +3GeV/c protons
interacting in a 5% λabs Ta target; the histogram shows our
original measurement, the points show the distorted spectrum
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sen by the authors) cross sections still change by 25% for
positive particles, and 15% for negative particles, in oppo-
site direction. These errors exceed significantly the errors
quoted by the authors.

7 Summary and conclusion

The two main arguments of the authors that seem-
ingly are in favour of the validity of their work, ‘ap-
proximate constancy of the average pT with time in
the spill’ and ‘evidence from the benchmark of proton–
proton elastic scattering’, stem from a wrong analysis
concept and are not applicable, respectively. Rather, the
authors’ dE/dx distributions of protons and pions, and
their 500 ps timing difference between protons and pi-
ons, point to serious defects in the momentum scale and
resolution.
The wrong momentum scale and the wrong momentum

resolution are not the only reasons, but the dominant ones,
why the reported cross-sections should not be trusted.
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